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System Framework

Problem

• Conversion of Wiener-like difference instead of speech

- converting the difference of {SE-processed speech; noisy speech} to the difference of {clean        

   speech; noisy speech} 

Previous work • Voice conversion : given source speech, letting machine generate target speech according to 

the relationship between source and target training speech 

• Exemplar-based voice conversion : using matrix factorization and source-target paired  

dictionary (formed by speech features) to convert speech

• (ICASSP2017) Directly using Locally Linear Embedding exemplar-based voice conversion to 

convert enhanced (distorted) speech to clean speech : post-filtering to compensate the 

distortion caused by speech enhancement

• Without utilizing the information of noisy speech

• Many to one or one to many issue

 - distorted speech frames from different SNRs are mapped to the same clean speech frame

- different clean speech frames are mapped to the similar distorted speech frames

Proposed Method

• Converting the difference between the SE-processed and noisy speech to the difference between the clean and noisy speech, 

and then compensating the noisy speech with the predicted difference, rather than directly converting the SE-processed speech 

to the clean speech  

• Experimental results demonstrate that the proposed framework performs well in both objective and subjective evaluations

• Corpus: Mandarin hearing in noise test (MHINT)

- 300 utterances of a single speaker

- 250 for training and 50 for testing

• Deep de-noising auto encoder (DDAE) system:

- Structure: 7 hidden layers with 1200, 300, 300, 514,

   300, 300, 1200 hidden nodes

- Training data: 250 utterances mixed with 10~20 dB

   (5dB interval) car/two-talker noises

• Proposed (LDC) and directly conversion (DL) system:

- Five-fold cross validation with 50 test utterances

- Dictionary: 40 enhanced/clean utterances with

   SNR -10, 0, 10 dB car/two-talker noises

- Testing data: 10 utterances with SNR -10, -6, -2, 0, 2,

   6, 10 dB car/two-talker noises

Experiments

Conclusions
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